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Abstract

A predicate logic of probability, close to logics of probability of Halpern and al., is introduced. Our main result concerns the following model-checking problem: deciding whether a given formula holds on the structure defined by a given Finite Probabilistic Process. We show that this model-checking problem is decidable for a rather large subclass of formulas of a second-order monadic logic of probability. We discuss also the expressive power of nesting of probabilities, the decidability of satisfiability and compare our logic of probability with the probabilistic temporal logic \(pCTL^*\).

1 Introduction

Logics with probabilities were considered in different contexts; on the one hand in artificial intelligence for reasoning about uncertainty in expert systems, and on the other hand for specification and verification of systems which exhibit some uncertainty such as fault-tolerant or randomized systems.

One can distinguish two families of logical approaches for reasoning about probabilities: (1) the first one extends the predicate logics (2) the second one extends temporal logics.

A fundamental contribution to the study of predicate logics of probability was done in [FHM90, Hal90], mainly motivated by the problems of artificial intelligence. The paper [FHM90] contains a good survey and analysis of previous works on predicate logics of probability.

Most of the work related to the verification uses probabilistic extensions of temporal logics. The first applications of temporal logic to probabilistic systems were considered in studying which temporal properties are satisfied with probability 1 by systems modeled as finite Markov chains [LS82]. Later, [HJ94, ASB+95] introduced logics \(pCTL\) and \(pCTL^*\) that can express quantitative bounds on the probability of system evolutions. This approach is surveyed, for example in [Han94] and [CY95].

In this paper we are interested in the verification of probabilistic systems. However, unlike previous works on verification we take as a specification formalism a probabilistic extension of predicate logic. Predicate logics offer some advantages (over modal and temporal logics)
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due to their expressiveness and convenience for formalization of complicated properties. We follow the general setting of [FHM90, Hal90, AH94] to introduce a rather expressive predicate logic of probability.

Our main result is a description of a fragment of a second-order monadic logic of probability with the following decidable model-checking problem.

**Model-checking problem:** decide whether a given formula holds on the structure defined by a given finite Markov chain.

The paper is organized as follows. In Section 2 we give a general description of the logic we use and emphasize how it deviates from [Hal90, FHM90]. Subsection 2.3 is devoted to some observations about nested probabilities – we show that for propositional logic every formula is equivalent to a formula with unnested probabilities, and remark that this is not the case for predicate logic. In Section 3 we show that monadic predicate logic of probability is undecidable. Section 4 contains our main result about a fragment of probabilistic monadic logic of order with decidable model-checking. Section 5 compares our logic with probabilistic temporal logic $pCTL^*$. We prove that the property “there is a moment at which $Q$ holds with probability one” cannot be expressed in $pCTL^*$, but is directly formalized in our logic of probability. Finally, section 6 presents some further results and open questions.

## 2 Logic of probability

We follow Halpern’s presentation of logic of probability [Hal90]. There, arithmetic operations on probabilities are allowed, probabilities may be variables which are quantified. In our setting, we just compare probabilities with rational constants. However, we consider second order logics, when [Hal90] confines himself to first order ones.

We consider a language that consists of a collection $\Sigma$ of predicate symbols of various arities. We also have a collection of predicate variables of various arities. Given formulas $\varphi$ and $\psi$ in the logic, we allow formulas of the form $\text{Prob}_{>q}(\varphi)$ and $\text{Prob}_{>q}(\varphi | \psi)$, where $q$ is a rational number which can be read as “the probability of $\varphi$ is greater than $q$” and “the probability of $\varphi$ under the condition $\psi$ is greater than $q$” respectively.

### 2.1 Syntax

More formally we define the syntax as follows. The vocabulary consists of a set of deterministic predicate symbols, a set of probabilistic predicate symbols, predicate variables and individual variables. We also assume that rational constants are in the vocabulary.

**Formulas:**
- **Atomic formulas** are of the form $R(x_1, \ldots, x_k)$, where $R$ is a (deterministic or probabilistic) predicate symbol of arity $k$ and $x_1, \ldots, x_k$ are individual variables; or of the form $Q(x_1, \ldots, x_k)$, where $Q$ is a deterministic predicate variable of arity $k$ and $x_1, \ldots, x_k$ are individual variables.
- If $\varphi_1$ and $\varphi_2$ are formulas then $(\varphi_1 \lor \varphi_2)$ and $\neg \varphi_1$ are formulas.
- If $\varphi$ is a formula then $\exists x \varphi$ and $\exists Q \varphi$, where $x$ is an individual variable and $Q$ is a deterministic predicate variable, are formulas.
- If $\varphi, \psi$ are formulas, and $q$ is a rational number then $\text{Prob}_{>q}(\varphi)$ and $\text{Prob}_{>q}(\varphi | \psi)$ are
formulas.

Conjunction \( (\varphi_1 \land \varphi_2) \), implication \( (\varphi_1 \rightarrow \varphi_2) \), universal quantification \( \forall \alpha \varphi \) are defined as usual, using disjunction, negation and existential quantifier. Expressions like \( \text{Prob}_{\leq q} \), \( \text{Prob}_{= q} \), \( \text{Prob}_{> q} \), \( \text{Prob}_{< q} \) can be also defined in terms of \( \text{Prob}_{> p} \) using negation and modified bounds on probability in a syntactical manner. For example, we define \( \text{Prob}_{< p}(\varphi) \) as \( \text{Prob}_{> (1-p)}(\neg \varphi) \).

2.2 Semantics

First we recall some basic notions from probability theory.

A measurable space is a pair \((\Omega, \Delta)\) consisting of a non-empty set \(\Omega\) and a \(\sigma\)-algebra \(\Delta\) of its subsets that are called measurable sets and represent random events in probability context. A \(\sigma\)-algebra over \(\Omega\) contains \(\Omega\) and is closed under complementation and countable union. Adding to a measurable space a probability measure \(\mu : \Delta \rightarrow [0, 1]\) such that \(\mu(\Omega) = 1\) and that is countably additive, we get a probability space \((\Omega, \Delta, \mu)\). Probabilistic predicates are interpreted as random predicates. Given a domain \(U\) and a probabilistic space \((\Omega, \Delta, \mu)\) a random (or stochastic) predicate \(P\) of arity \(k\) is a function from \(\Omega \times U^k\) to \(\text{Bool} = \{\text{true}, \text{false}\}\) such that for any fixed \(u_1, \ldots, u_k \in U\) the set \(\{\omega \in \Omega : P(\omega, u_1, \ldots, u_k)\}\) is measurable.

A probabilistic structure for the language described above is a tuple \((U, \delta, (\Omega, \Delta, \mu), \pi)\), where

- \((U, \delta)\) is a first-order structure with universe \(U\), and \(\delta\) assigns a relation over \(U\) of the appropriate arity to each deterministic\(^4\) predicate symbol;
- \((\Omega, \Delta, \mu)\) is a probabilistic space;
- \(\pi\) assigns to each probabilistic predicate symbol \(P\) of arity \(k\) a random predicate \(\pi(P) : \Omega \times U^k \rightarrow \text{Bool}\).

Define a valuation \(\nu\) to be a function which assigns to each individual variable an element of \(U\), and to each deterministic predicate variable a finite relation over \(U\) of the appropriate arity (‘finite’ means that the set of tuples for which the deterministic predicate is true is finite).

Given a probabilistic structure \(M = (U, \delta, (\Omega, \Delta, \mu), \pi)\), an element \(\omega \in \Omega\) and a valuation \(\nu\) we proceed by induction to associate with every formula \(\varphi\) a truth value, writing \(M, \nu, \omega \models \varphi\) if the value is true assigned with \(\varphi\) by \(M, \nu, \omega\):

(S1) \(M, \nu, \omega \models R(x_1, \ldots, x_k)\) for a deterministic predicate symbol \(R\) of arity \(k\) and individual variables \(x_1, \ldots, x_k\) iff \(\delta(R)(\nu(x_1), \ldots, \nu(x_k))\) is true.

(S2) \(M, \nu, \omega \models Q(x_1, \ldots, x_k)\) for a deterministic predicate variable \(Q\) of arity \(k\) iff \(\nu(Q)(\nu(x_1), \ldots, \nu(x_k))\) is true.

(S3) \(M, \nu, \omega \models P(x_1, \ldots, x_k)\) for a probabilistic predicate \(P\) of arity \(k\) iff \(\pi(P)(\omega, \nu(x_1), \ldots, \nu(x_k))\) is true.

(S4) Quantifiers over individual variables and Boolean connectors are treated as usually.

(S5) Quantifiers over deterministic predicate variables are interpreted as quantifiers over deterministic predicate variables that range only over finite relations over \(U\).

(S6) \(M, \nu, \omega \models \text{Prob}_{> q}(\varphi)\) iff \(\mu(\{\omega' \in \Omega : M, \nu, \omega' \models \varphi\}) > q\), that is iff the set of all \(\omega'\) for which \(M, \nu, \omega' \models \varphi\) holds has a measure greater than \(q\).

\(^4\) Sometimes deterministic predicates are called rigid predicates.
(S7) $M, \nu, \omega \models \text{Prob}_q(\varphi|\psi)$ iff $\mu\{\omega' \in \Omega : M, \nu, \omega' \models (\varphi \land \psi)\} > q \cdot \mu\{\omega' \in \Omega : M, \nu, \omega' \models \psi\}$, i.e. the conditional probability of $\varphi$ under $\psi$ is greater than $q$.

Remark that (S6) is a particular case of (S7) when $\psi = \text{true}$.

The semantics is well defined only if the sets that appear in (S6) and (S7) are measurable. From now on we assume that

**Countability Assumption** The domain $\mathcal{U}$ of probabilistic structures is countable.\(^5\)

**Proposition 1** Under Countability Assumption the sets that appear in (S6) and (S7) are measurable, and the semantics is well defined.

**Proof.** By induction on the structure of formulas. The only not quite straightforward step is quantification. For formula $\exists x \varphi$ we use that any $\sigma$-algebra is closed under countable union. For formula $\exists Q \varphi$ we use the fact that the set of finite predicates over a countable domain is countable and thus we can again use that any $\sigma$-algebra is closed under countable union. \(\blacksquare\)

**Proposition 2** Suppose that two valuations $\nu_1$ and $\nu_2$ agree on the free variables of a formula $\varphi$. Then $M, \nu_1, \omega \models \varphi$ iff $M, \nu_2, \omega \models \varphi$.

**Proposition 3** If all the occurrences of probabilistic predicates in a formula $\varphi$ are in the scope of some operator $\text{Prob}$ then $M, \nu, \omega \models \varphi$ iff $M, \nu_1, \omega_1 \models \varphi$ for every $\omega_1, \omega_2 \in \Omega$. In particular, for any formula $\psi$ we have $M, \nu, \omega_1 \models \text{Prob}_q(\psi)$ iff $M, \nu, \omega_2 \models \text{Prob}_q(\psi)$.

### 2.3 On nesting of probability operators

The question which occurs naturally is whether nesting of probabilistic operators is useful. We give here some answers.

A formula is **unnested** if no occurrence of an operator $\text{Prob}$ is in the scope of another one. Otherwise the formula is **nested**.

We show here that for the *Propositional Logic of Probability* (PPL), any formula is equivalent to an unnested one. This observation is based on

**Lemma 1** Let $\Psi$ be a boolean combination of formulas $A_1, \ldots, A_n$ of PPL where $A_n$ has the form $\text{Prob}_{>q}(\ldots)$. Let $\alpha_0, \alpha_1$ be obtained from $\Psi$ when $A_n$ is replaced by false and true respectively. Then for every formula $\varphi$,

1. $\text{Prob}_{>p}(\varphi|\Psi)$ is equivalent to $(\text{Prob}_{>p}(\varphi|\alpha_1) \land A_n) \lor (\text{Prob}_{>p}(\varphi|\alpha_0) \land \neg A_n)$;
2. $\text{Prob}_{>q}(\Psi|\varphi)$ is equivalent to $(\text{Prob}_{>q}(\alpha_1|\varphi) \land A_n) \lor (\text{Prob}_{>q}(\alpha_0|\varphi) \land \neg A_n)$.

**Proof.** Let $M$ be a structure, and $\omega \in \Omega$. If $M, \omega \models A_n$ then $M, \omega \models \text{Prob}_{>p}(\varphi|\Psi)$ iff $M, \omega \models \text{Prob}_{>p}(\varphi|\alpha_1)$ and $M, \omega \models (\text{Prob}_{>p}(\varphi|\alpha_1) \land A_n) \lor (\text{Prob}_{>p}(\varphi|\alpha_0) \land \neg A_n)$ iff $M, \omega \models \text{Prob}_{>p}(\varphi|\alpha_1)$. Thus (1) is proved, (2) is proved in a similar way. \(\blacksquare\)

**Proposition 4** Every PPL-formula is equivalent to an unnested one.

**Proof.** The proof relies on standard boolean transformations and on Lemma 1. \(\blacksquare\)

In contrast to propositional case, nesting of probabilistic operators increase the expressive power for first-order logic.

**Proposition 5** No unnested formula is equivalent to $\text{Prob}_{=3/4}(\exists t(\text{Prob}_{=1/2}(P(t)) \land P(t)))$.

\(^5\)One can define a semantics for uncountable domains in a similar way if one restricts oneself to *separable* random functions (that are sufficient for the most part of applications).
3 Undecidability of monadic logic of probability

The decidability of the probabilistic propositional logic follows from [FH94] where the decidability of a more general logic was proved. For first-order logic it is well-known that the satisfiability problem is decidable if the language has only unary predicates (Monadic Logic) and the satisfiability problem is undecidable even with one binary predicate [Hod93]. Many undecidability results for probabilistic logics can be found in [AH94] where this question was investigated in detail. It was shown in [AH94] that the satisfiability problem of their probabilistic logic even with one unary predicate is $\Sigma^0_1$ complete. However the logics considered there admit addition of probabilities or even multiplication of probabilities and quantifiers over reals and the methods of [AH94] are not applicable for our (much weaker) probabilistic logic.

In this section we prove (Theorem 1) that the satisfiability/validity problem for monadic logic of probability (that is a logic of probability where all predicates are monadic and the domain is $\mathbb{N}$) is undecidable.

We reduce the satisfiability problem for first-order predicate logic with one binary predicate to the satisfiability problem for monadic logic of probability. This result as well as its proof show another aspect of undecidability of logics of probability explored in [AH94].

First, let us define a translation from the first-order formulas over a binary predicate to formulas of probabilistic logic with two unary predicates. Let $R$ be a binary predicate symbol and $\phi$ be a formula in the signature \{ $R$ \}. Replace in $\phi$ every occurrence of $R(x,y)$ by $\text{Prob}_{>0}(P(x) \land Q(y))$, where $P$ and $Q$ are unary predicate symbols. The resulting formula $\psi(P,Q)$ is called the translation of $\phi$.

**Proposition 6** The formula $\phi(R)$ is satisfiable iff its translation $\psi(P,Q)$ is satisfiable.

**Proof.** It is clear that if the translation of $\phi$ is satisfiable in a probabilistic structure $M$ then $\phi$ is satisfiable in the structure $\langle |M|, R^* \rangle$, where $|M|$ is the universe of $M$ and $R^*(a,b)$ holds iff $M, a, b \models \text{Prob}_{>0}(P(x) \land Q(y))$.

Let $M$ be a structure for a binary predicate name $R$ where the interpretation of $R$ is a relation $R^*$ over a countable universe $\mathcal{U} = \{a_1, a_2, \ldots, a_n, \ldots\}$. Let us define a probabilistic structure $M$ as follows. Take as a probabilistic space $\Omega = \mathcal{U}$ with a discrete distribution of probabilities $\mu(\{a_n\}) = 1/2^n$ for every $n$ if $\Omega$ is infinite, and $\mu$ is uniform if $\Omega$ is finite.

For each $a_n \in \Omega$, set $\pi(P)(a_n,t) = \text{true}$ if $t = a_n$ and set $\pi(Q)(a_n,t) = \text{true}$ iff $R^*(a_n,t)$.

Observe that for every $a, b \in \mathcal{U}$, $R^*(a,b)$ iff $M, a, b \models \text{Prob}_{>0}(P(x) \land Q(y))$. Hence for every sentence $\phi$ in the signature $\langle R \rangle$ and its translation $\psi$ we have

$\mathcal{M} \models \phi$ iff $M \models \psi$

In particular, if $\phi$ is satisfiable then its translation is satisfiable.

From Proposition 6 we can deduce:

**Theorem 1** The satisfiability problem for monadic logic of probability is undecidable.

We do not know the exact complexity for the satisfiability problem of monadic logic of probability, however we believe that it is much lower than $\Sigma^0_1$. We also have the following property:

**Proposition 7** There exists a satisfiable formula of monadic logic of probability with equality such that all its models have an infinite probabilistic space.
**Proof.** There is a closed predicate formula $\phi(R)$ over a binary predicate $R$ which is satisfiable only in structures where the universe is infinite. For example take for $\phi(R)$ the conjunction of the three properties, $R$ is transitive, irreflexive and $\forall x \exists y R(x, y)$. Consider the formula $\psi(P, Q)$ obtained as above, replacing in $\phi(R)$ every occurrence of $R(x, y)$ by $\text{Prob}_{\geq 0}(P(x) \land Q(y))$. Consider the probabilistic monadic formula

$$\Psi(P, Q) = \psi(P, Q) \land \text{Prob}_{= 1}(\exists! x P(x)) \land \forall x \text{Prob}_{> 0}(P(x))$$

We claim that:

1. $\Psi(P, Q)$ is satisfiable,
2. Every model of $\Psi(P, Q)$ has an infinite probabilistic space.

In order to prove (1), consider the following model $M$. Take a countable infinite universe $U = \{a_1, a_2, \ldots, a_n, \ldots\}$. Take as a probabilistic space $\Omega = U$ with a discrete distribution of probabilities $\mu(\{a_n\}) = 1/2^n$ for every $n$.

For each $a_n \in \Omega$ set $\pi(P)(a_n, t) = true$ iff $t = \{a_n\}$ and $\pi(Q)(a_n, t) = true$ iff $t \in \{a_{n+1}, a_{n+2}, \ldots\}$. Then it is clear from the construction that $M$ satisfies $\Psi(P, Q)$.

Here is the proof of (2). Suppose there is a structure $M$ that is a model of $\Psi(P, Q)$ with a finite probabilistic space $\Omega = \{\omega_1, \ldots, \omega_k\}$. We can suppose that $\mu(\omega_i) > 0$ for $i = 1, \ldots, k$. Thus for $i = 1, \ldots, k$ there exists a unique $a_i \in U$ such that $\pi(P)(\omega_i, a_i)$ because $M$ satisfies $\text{Prob}_{= 1}(\exists! x P(x))$. Choose an element $a_i$ in universe $U$ different from all the $a_i$. Since $M$ satisfies $\forall x \text{Prob}_{> 0}(P(x))$, there exists an $\omega \in \Omega$ such that $\pi(P)(\omega, a) = true$. A contradiction.

4 Model-checking for a fragment of logic of probabilities

In this section we consider a logic of probability where all predicates are monadic and the domain is $\mathbb{N}$ with order. This logic is denoted $PMLO$. The probabilistic structures used in this section are defined by Finite Probabilistic Processes. We study the following model-checking problem: decide whether a given $PMLO$-formula $\varphi$ holds on the structure defined by a given Finite Probabilistic Process. We introduce a rather large subclass $C$ of formulas for which the model-checking problem is ‘almost always decidable’.

Subsection 4.1 explains how Finite Probabilistic Processes define probabilistic structures. Subsection 4.2 introduces a class $C$ of formulas with decidable model-checking problem.

4.1 Probabilistic Structures defined by Finite Probabilistic Processes

Definition. A *Finite Probabilistic Process* is a finite labelled Markov chain [KS60] $M = (S, P, V, \mathcal{L})$, where $S$ is a finite set of states, $P$ is a transition probability matrix: $S^2 \rightarrow [0, 1]$ such that $P(i, j)$ is a rational number for all $(i, j) \in S^2$, $\sum_{j \in S} P(i, j) = 1$ for every $i \in S$, and $V : S \rightarrow 2^\mathcal{L}$ is a valuation function which assigns to each state a set of symbols from a finite set $\mathcal{L}$.

The pair $(S, P)$ is called a *finite Markov chain*.

The following Lemma is a well known fact in the theory of matrices (see e.g. [Gan77], 13.7.5, 13.7.1)
Lemma 2 Let \((S, P)\) be a finite Markov chain. There exists a positive natural number \(d\) period of the Markov chain such that the limits
\[
\lim_{m \to \infty} P^{r+dm} = P, \quad (r = 0, 1, \ldots, d-1)
\]
exist. Moreover if the elements of \(P\) are rational, then these limits are computable from \(P\) and the convergence to the limits is geometric, i.e. \(|P^{r+dm}(i, j) - P_r(i, j)| < a \cdot b^m\) when \(m \geq m_0\) for some positive rationals \(a, b < 1\) and natural \(m_0\) also computable from \(P\).

Given a Finite Probabilistic Process \(M = (S, P, V, \mathcal{L})\) and a state \(s\), we define a probabilistic structure \(M_s\) as follows:

**Signature:**
- a deterministic binary predicate \(<\), and monadic probabilistic predicates \(Q\) for every label \(Q \in \mathcal{L}\).

**Interpretation:**
- the universe of the structure \(M_s\) is the set \(\mathbb{N}\) of natural numbers;
- \(<\) is interpreted as the standard less relation over \(\mathbb{N}\);
- probabilistic space \((\Omega, \Delta, \mu)\) (see [KSK66]) : \(\Omega = S^\omega\) is the set of all infinite sequences of states starting from \(s\), \(\Delta\) is the \(\sigma\)-algebra generated by the basic cylindric sets \(D_u = u S^\omega\), for every \(u \in s S^*\), and the probability measure \(\mu\) is defined by \(\mu(D_u) = \prod_{i=0}^{n-1} P(s_i, s_{i+1})\) where \(u = s_0 s_1 \ldots s_n\);
- interpretation of monadic probabilistic predicates: for each \(\omega = s_0 s_1 \ldots s_n \in \Omega\), for each \(n \in \mathbb{N}\) we have \(\pi(Q)(\omega, n)\) iff \(Q \in V(s_n)\) (i.e. \(Q\) belongs to the label of state \(s_n\)). At this point, notice that for every integer \(n\), the set \(\{\omega \in \Omega : \pi(Q)(\omega, n)\}\) is \(\mu\)-measurable since it is a finite union of basic cylinders.

**Example.** Let us consider a Call Establishment procedure in a simple telephone network where the capacity of simultaneous outgoing calls is less than the number of users. An abstraction of this procedure represents the behavior of a user where time is assumed to be discrete (Figure 1).

![Figure 1](image)

To simplify it is assumed that a user which is not connected is continuously attempting to get a connection (state \(Wait\)) and at each time moment he succeeds to be connected with probability 3/10. Moreover when the calling is established the duration of the call (state \(Call\)) follows a geometric distribution: at each time moment, the probability to finish the call has probability 5/7.

One can write a liveness property such that:
\[
\varphi = df \forall t \: Prob_{t+1}(\exists t' > t \: Call(t') \mid Wait(t))
\]
which expresses that at every time, if the user is waiting for a connection, the probability that he will be served later is equal to one.

One can also express some probabilistic property concerning the time the user has to wait before being served:
\[
\psi = df \forall t \: Prob_{t+3}(\exists t' \: (t < t' \land t' < t + 3 \land Call(t'))) \mid Wait(t))
\]
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The set of labels here is equal to the set of states, and the label of a state is the state itself. One can prove that $M_{\text{Wait}} \models \varphi$ and $M_{\text{Wait}} \not\models \psi$.

4.2 A fragment of logic of probability with decidable model-checking

Recall that $MLO$ denotes monadic second order logic of order over natural numbers and $WMLO$ denotes monadic second order logic of order over natural numbers where second-order quantification is over finite sets instead of arbitrary sets.

Below, when speaking about $WMLO$-formulas, we consider only $WMLO$-formulas without free second order variables. The predicate symbols of these formulas are interpreted as arbitrary sets. When we apply a $\text{Prob}$ operator to such a formula we interpret all its predicate symbols as probabilistic ones.

**Definition.** A $PMLO$-formula $\varphi$ belongs to the class $C$ iff operators $\text{Prob}\nabla q$ are not nested and are applied only to $WMLO$-formulas with at most one free individual variable. For example

$$
\exists t'(t < t' \land \text{Prob}_{1/3}(P(t) \land \exists Q \forall t'' > t \ Q(t''))) \land \text{Prob}_{1/2}(-P(t'))
$$

(3)

where $P$ is a probabilistic predicate and $Q$ a deterministic one, belongs to class $C$.

The properties expressed in (1) and (2) are also in the class $C$.

As one more example that needs a weak second order quantification we can mention the following property: the probability that a given probabilistic predicate has an even number of elements is greater than 0.9.

The main result of this subsection is Theorem 2 which, roughly speaking, says that it is decidable whether a given formula $\varphi \in C$ holds in the structure defined by a given Finite Probabilistic Process $M$.

In order to express our decidability result about model checking, we need to introduce the notion of parametrized formula of logic of probability.

The set of parametrized formulas is defined similarly to the set of formulas except that operators $\text{Prob}\nabla q$ with $q \in \mathbb{Q}$ are replaced by $\text{Prob}\nabla p$, where $p$ is a parameter name.

For example

$$
\exists t'(t < t' \land \text{Prob}_{p_1}(P(t) \land \exists Q \forall t'' > t \ Q(t''))) \land \text{Prob}_{p_2}(-P(t'))
$$

is a parametrized formula.

A formula $\varphi$ is said to be completely closed if it is closed, and no probabilistic predicate is out of scope of an operator $\text{Prob}$. If $\varphi$ is a completely closed formula, $M, \omega \models \varphi$ stands for $M, \omega \models \varphi$, that is coherent, due to Proposition 3.

Let $\varphi$ be a parametrized formula with parameters $p_1, \ldots, p_m$ and $\alpha_1, \ldots, \alpha_m$ be a sequence of rational values. We denote by $\varphi_{\alpha_1, \ldots, \alpha_m}$ the formula obtained by replacing in $\varphi$ each parameter $p_i$ by the value $\alpha_i$. The set of parametrized completely closed formulas is defined exactly like the set of completely closed formulas. By abuse of terminology, we say that a parametrized formula $\varphi$ belongs to $C$ if all (or, equivalently, any of) its instances $\varphi_{\alpha_1, \ldots, \alpha_m}$ are in $C$.

**Theorem 2** Given a Finite Probabilistic Process $M$, a state $s_0$ of $M$ and a parametrized completely closed formula $\varphi$ in the class $C$ with $m$ parameters, one can compute for each parameter $p_i$ in $\varphi$ a finite set $P_i$ of rational values ($i = 1, \ldots, m$), such that for each tuple
\[ \alpha = (\alpha_1, \ldots, \alpha_m) \text{ where } \alpha_i \in \mathbb{Q} \setminus P_i, \ i = 1, \ldots, m, \text{ one can decide whether } (M, s_0) \text{ satisfies } \varphi_\alpha. \]

Remark.

1. The complexity of our decision procedure is mainly determined by the complexity of decision procedure for MLO-formulas (that is non-elementary in the worst case).

2. In the definition of class \( C \) we allow to apply probabilistic operators only to formulas with one free individual variable. This is not essential restriction. The decidability result can be extended to the case when \textbf{Prob} is applied to formulas with many free individual variables. However the proof of the decidability of this extended fragment is more subtle and will be given in the full version of the paper.

3. The fact that we cannot treat some finite number of exceptional values seems to be essential from mathematical point of view. One cannot exclude that the model checking problem is undecidable for these exceptional values. However, for practical properties the values of probabilities can always be slightly changed without loss of its essential significance, and this permits to eliminate these exceptional values of probabilities.

4.4 Proof of Theorem 2

In the rest of this section the proof of Theorem 2 is given.

We introduce a notation: \( \mathbb{N}_{\geq a} = \{ n \in \mathbb{N} | n \geq a \} \) and we recall what are future and past (W)MLO-formulas.

Definition. A (W)MLO-formula \( \varphi(x_0, X_1, X_2, \ldots, X_m) \) with only one free first-order variable \( x_0 \) is a future formula if for every \( a \in \mathbb{N} \) and every \( m \) subsets \( S_1, S_2, \ldots, S_m \) of \( \mathbb{N} \), the following holds:

\[ (\mathbb{N}, a, S_1, S_2, \ldots, S_m) \models \varphi(x_0, X_1, X_2, \ldots, X_m) \Leftrightarrow (\mathbb{N}_{\geq a}, a, S_1, S_2, \ldots, S_m) \models \varphi(x_0, X_1, X_2, \ldots, X_m) \]

where \( S'_i = S_i \cap \mathbb{N}_{\geq a} \) for \( i = 1, 2, \ldots, m \).

Past (W)MLO-formulas are defined in a symmetric way. Note that this is a semantic notion.

Theorem 4.1.7 [CY95] gives the following corollary that we will use:

Theorem 3 Let \( \varphi(t) \) be a future (W)MLO-formula with only one free variable and \( M \) be a Finite Probabilistic Process. One can compute for each state \( s \) of \( M \), the probability \( f_s \) of the set of \( \omega \in \Omega = sS^\omega \) that satisfy \( \varphi(0) \).

Recall that a set \( S \subseteq \mathbb{N} \) is ultimately periodic if there are \( h, d \in \mathbb{N} \) such that for all \( n > h \), \( n \in S \) iff \( n + d \in S \).

Below, for simplicity, we will write \( \text{Prob}_{s,t}(\varphi(n)) \) instead of \( \mu\{ \omega : M_s, n, \omega \models \varphi(t) \} \) for a Finite Probabilistic Process \( M \), state \( s \) of \( M \) and \( n \in \mathbb{N} \).

Lemma 3 Let \( M_1, \ldots, M_k \) be Finite Probabilistic Processes, \( s_i \) be a state of \( M_i \) \( (1 \leq i \leq k) \), \( \varphi_1(t), \ldots, \varphi_k(t) \) be future WMLO-formulas with only one free variable \( t \) and \( c_1, \ldots, c_k \in \mathbb{Q} \). For all (rational) values of \( p \) except a finite number of computable values, the set

\[ \{ n \in \mathbb{N} : \sum_{1 \leq i \leq k} c_i \cdot \text{Prob}_{M_i, s_i}(\varphi_i(n)) > p \} \]

is finite or ultimately periodic, and is computable.
Proof. We give a proof for $k = 1$. The general case is treated similarly. Let $\varphi(t)$ be a future WML$O$-formula with only one free variable $t$. Using Theorem 3, one can compute for each state $s$ of $M$, the probability $f_s$ of the set of $\omega \in \Omega = sS^\omega$ that satisfy $\varphi(0)$. Let $F$ be the column vector $(f_s)_{s \in S}$. Let $P$ be the transition probability matrix of $M$. Let $I$ be the row vector with elements all equal to zero except the element in place $s_0$ which is equal to 1. Vector $I$ represents the initial probability distribution over states of $M$.

For a given $n$, the probability that $(M_{\varphi}, n)$ satisfies $\varphi(t)$ is equal to $I \cdot P^n \cdot F$. So, we have to compute the set $\mathbb{N}_{\varphi, p}$ of integers $n$ such that $I \cdot P^n \cdot F > p$. In the general case, $P^n$ does not converge when $n \to \infty$.

Let $d$ be the period of the Markov chain from Lemma 2. For each $r \in D = \{0, \ldots, d - 1\}$ consider the set $\mathbb{N}_r = r + d\mathbb{N}$. For $n \in \mathbb{N}_r$, the product $I \cdot P^n \cdot F$ has a limit $p_r$ when $n \to \infty$ (Lemma 2). Define $\mathcal{P} = \{p_0, p_1, \ldots, p_{d-1}\}$. Let $D^+$ be the set of integers $r$ such that $p_r > p$, and $D^-$ be the set of integers $r$ such that $p_r < p$. Fix a value $p \in \mathbb{Q} \setminus \mathcal{P}$.

For $r \in D^-$, let $K_{r, p}$ be the set $\{n \in \mathbb{N}_r : I \cdot P^n \cdot F \geq p\}$. Note that $K_{r, p}$ is finite and computable from $p$. For $r \in D^+$, let $K_{r, p}'$ be the set $\{n \in \mathbb{N}_r : I \cdot P^n \cdot F \leq p\}$. Note that $K_{r, p}'$ is finite and computable from $p$. Thus for $p \in \mathbb{Q} \setminus \mathcal{P}$, the set $\mathbb{N}_{\varphi, p}$ is equal to the union $\bigcup_{r \in D^-} K_{r, p} \cup \bigcup_{r \in D^+} \mathbb{N}_r \setminus K_{r, p}'$ and $\mathbb{N}_{\varphi, p}$ is computable.

Lemma 4 Let $M_1, \ldots, M_k$ be Finite Probabilistic Processes, $s_i$ a state of $M_i$ ($1 \leq i \leq k$), $\varphi_1(t), \ldots, \varphi_k(t)$ be past WML$O$-formulas with only one free variable $t$ and $c_1, \ldots, c_k \in \mathbb{Q}$. For all (rational) values of $p$ except a finite number of computable values, the set 

$$\{n \in \mathbb{N} : \sum_{1 \leq i \leq k} c_i \cdot \text{Prob}_{M_{\varphi, s}}(\varphi_i(n)) > p\}$$

is finite or ultimately periodic, and is computable.

Proof. We prove this lemma for $k = 1$. Let $\varphi(t)$ be a past WML$O$-formula with only one free variable $t$. A structure $S$ here is defined as an infinite word on the alphabet $\Sigma = 2^L$ where $L$ is the set of monadic symbols of $\varphi(t)$. The property defined by $\varphi(t)$ depends only on the prefix of size $t + 1$ of a model. Thus [Buc60], there exists a finite complete deterministic automaton $A$ on the alphabet $\Sigma$ accepting a finite language of finite words $L(A)$ such that $S, n \models \varphi(t)$ iff the prefix of $S$ of size $n + 1$ belongs to $L(A)$.

Therefore, given the automaton $A$ and the Finite Probabilistic Process $M$, we build a new Finite Probabilistic Process $M'$, “product” of $M$ and $A$ in the following way:
States of $M'$ are pairs $(q, s)$ where $q$ is a state of $\mathcal{A}$ and $s$ is a state of $M$. There is a transition from $(q, s)$ to $(q', s')$ iff $(q, \sigma, q')$ is a transition in $\mathcal{A}$, where $\sigma$ is the valuation of $s$ in $M$ and the probability of this transition is the same as the probability of $(s', s')$ in $M$.

At last, the set of labels $L'$ of $M'$ is reduced to one symbol $F$ and the valuation of $(q, s)$ is $\{F\}$ if $q$ is a final state in $\mathcal{A}$, and $\emptyset$ otherwise.

It is clear that:
$M_{\varphi, n} \models \text{Prob}_{\varphi}(\varphi(t))$ iff $M'_{\varphi, q_{0:n}}, n \models \text{Prob}_{\varphi}(F(t))$
where $q_0$ is the initial state of $\mathcal{A}$ and $F$ is the monadic probabilistic symbol defined by $L'$.

Since $F(t)$ is a future WML$O$-formula, using Lemma 3 we get the result.

Lemma 5 Let $M$ be a Finite Probabilistic Process, $s_0$ be a state of $M$, $\varphi(t)$ and $\psi(t)$ be WML$O$-formulas with only one free variable $t$. For all rational values of $p$, except a finite computable set $\mathcal{P}$, the sets

$$\mathbb{N}_{\varphi, p} = \{n \in \mathbb{N} : M_{\varphi, s_0} \models \text{Prob}_{\varphi}(\varphi(t))\}$$
$$\mathbb{N}_{\varphi, \psi, p} = \{n \in \mathbb{N} : M_{\varphi, s_0} \models \text{Prob}_{\varphi}(\varphi(t) | \psi(t))\}$$

are finite or ultimately periodic, and are computable.
Proof. (1) Let $\varphi(t)$ be a $W M L O$-formula with only one free variable $t$. Such a formula $\varphi(t)$ is equivalent (Lemma 9.3.2 in [GHR94]) to a finite disjunction of mutually exclusive formulas $\varphi_i(t)$ of the form $(\alpha_i(t) \land \beta_i(t))$, where $\alpha_i(t)$ are past formulas and $\beta_i(t)$ are future formulas. Moreover the $\alpha_i(t)$ and $\beta_i(t)$ are computable from formula $\varphi(t)$.

For each state $s_j$ of $M$ we introduce a new probabilistic predicate $S_j$, and add $S_j$ in the valuation of $s_j$. Let $M'$ be the new Finite Probabilistic Process obtained in this way.

The following equalities hold:

\[
\begin{align*}
\text{Prob}_{M'_t}(\varphi(n)) &= \text{Prob}_{M_t}(\bigvee_i \varphi_i(n)) = \sum_{i \in I} \text{Prob}_{M_t}(\varphi_i(n)) \\
&= \sum_{i \in I} \text{Prob}_{M_t}(\alpha_i(n) \land \beta_i(n)) \\
&= \sum_{i \in I} \text{Prob}_{M_t}(\bigvee_{j \in J}(\alpha_i(n) \land S_j(n)) \land (\beta_i(n) \land S_j(n))) \\
&= \sum_{i \in I} \sum_{j \in J} \text{Prob}_{M_t}(\alpha_i(n) \land S_j(n) \land (\beta_i(n) \land S_j(n))) \\
&= \sum_{i \in I} \sum_{j \in J} \left( \text{Prob}_{M_t}(\alpha_i(n) \land S_j(n)) \cdot \text{Prob}_{M_t}(\beta_i(n) \land S_j(n) | \alpha_i(n) \land S_j(n)) \right) \\
&= \sum_{i \in I} \sum_{j \in J} \left( \text{Prob}_{M'_t}(\alpha_i(n) \land S_j(n)) \cdot \text{Prob}_{M'_t}(\beta_i(n)) \right).
\end{align*}
\]

We can compute the rational constants $\text{Prob}_{M'_t} \beta_i(0)$ using Theorem 3 and then apply Lemma 4 to finish the proof.

The proof of (2) can be reduced to the proof of (1). ■

Proof (of Theorem 2) For each $i = 1, \ldots, m$, let $\psi_i$ be the subformula of $\phi$ of the form $\text{Prob}_{p_j} \varphi_i(t_i)$. One can compute using Lemma 5 a finite set of probabilities $P_i$ such that for each value $\alpha_i \in Q \setminus P_i$, the set $R_{i} = \{ n : M_{s_0}, n \models \text{Prob}_{p_i} \varphi_i(t_i) \}$ is computable and finite or ultimately periodic.

For each $i = 1, \ldots, m$, each value $\alpha_i \in Q \setminus P_i$ each subformula $\psi_i$ of $\phi$, of the form $\text{Prob}_{p_j} \varphi_i(t_i)$, one can compute, using Lemma 5 the set $R_{i} = \{ n : M_{s_0}, n \models \text{Prob}_{p_i} \varphi_i(t_i) \}$, and this set is an ultimately periodic set. There exists a first-order $MLO$-formula $\theta_{ai}(X)$ which characterizes $R_{ai}$, i.e. $R_{ai}$ is the unique predicate that satisfies $\theta_{ai}(X)$. For example if $R_{ai}$ is the set of even integers, then $\theta_{ai}(X)$ will be “$X(0) \land \forall t (X(t) \rightarrow X(t+2))$”.

Introduce new monadic predicates $N_{ai}$. Let $\Psi_\alpha$ be the formula obtained from $\varphi_\alpha$ by replacing $\text{Prob}_{p_j} \varphi_i(t_i)$ by $N_{ai}(t_i)$. Consider now the $MLO$-formula $\Psi_\alpha = \big( (\bigwedge_{0 \leq i \leq m} \theta_{ai}(N_{ai})) \rightarrow \Psi_\alpha \big)$. Clearly, $(M, s)$ satisfies $\varphi_\alpha$ iff the $MLO$-formula $\Psi_\alpha$ is valid. Since the validity problem for $MLO$ is decidable, it follows that the problem whether $(M_{s_0})$ satisfies $\varphi_\alpha$ is decidable. ■

5 Comparison with probabilistic temporal logic $pCTL^*$

The logic $pCTL^*$ is one of the most widespread among probabilistic temporal logics [ASB+95]. The relationship between our logic and $pCTL^*$ is rather complex. The semantics for logic of probability is defined over arbitrary probabilistic structures, however $pCTL^*$ is defined only for Finite Probabilistic Processes. Moreover, unlike logic of probability, the truth value of $pCTL^*$ formula depends not only on the probabilistic structure defined by a Finite Probabilistic Process but also on the ‘branching structure’ of this process. Hence, there is no meaning preserving translation from $pCTL^*$ to monadic logic of probability. We also show below that even on the class of models restricted to Finite Probabilistic Processes no $pCTL^*$ formula is equivalent to the probabilistic formula $\exists t \ Prob_{\geq 1} Q(t)$, where $Q$ is a probabilistic predicate symbol.

Let us recall the syntax and the semantics of the logic $pCTL^*$ as defined in [ASB+95]. Formulas are evaluated on a probabilistic structure associated to a Finite Probabilistic Process ($S, P, V, \mathcal{L}$).
Let us recall the syntax and the semantics of the logic $p\text{CTL}^*$ as defined in [ASB+95]. Formulas are evaluated on a probabilistic structure associated to a Finite Probabilistic Process $(S, P, V, \mathcal{L})$.

There are two types of formulas in $p\text{CTL}^*$: state formulas (which are true or false in a specific state) and path formulas (which are true or false along a specific path).

**Syntax.** State formulas are defined by the following syntax:
1. each $a \in \mathcal{L}$ is a state formula
2. If $f_1$ and $f_2$ are state formulas, then so are $\neg f_1$, $f_1 \lor f_2$
3. If $g$ is a path formula, then $Pr_{<q}(g)$, $Pr_{>q}(g)$ are state formulas for every rational number $q$.

Path formulas are defined by the following syntax:
1. A state formula is a path formula
2. If $g_1$ and $g_2$ are path formulas, then so are $\neg g_1$, $g_1 \lor g_2$
3. If $g_1$ and $g_2$ are path formulas, then so are $X g_1$, $g_1 U g_2$.

$(X$ and $U$ are respectively the $\text{Next}$ and $\text{Until}$ temporal operators).

**Semantics.** Given a Finite Probabilistic Process $M = (S, P, V, \mathcal{L})$ state formulas and path formulas are interpreted as defined below. Formulas $f_1$ and $f_2$ are state formulas and $g_1$ and $g_2$ are path formulas. Let $s$ be a state, and $\Pi$ be an arbitrary infinite path in $M$. Satisfaction of a state formula is defined with respect to $s$ and satisfaction of a path formula with respect to $\Pi$. For each integer $k \geq 0$, we denote by $\Pi^k$ the path obtained from $\Pi$ when removing the first $k$ states (thus $\Pi^0 = \Pi$) and by $[[\Pi]]_k$ the $k$th state of $\Pi$.

- $M, s \models Q$ iff $a \in V(Q)$,
- $M, s \models \neg f_1$ iff $M, s \not\models f_1$, $M, s \models f_1 \lor f_2$ iff $M, s \models f_1$ or $M, s \models f_2$,
- $M, s \models \text{Prob}_{>q}(g_1)$ iff $\mu\{\sigma \in sS^\omega | M, \sigma \models g_1 \} > q$,
- $M, s \models \text{Prob}_{<q}(g_1)$ is defined in a similar way,
- $M, \Pi \models f_1$ iff $[[\Pi]]_0 \models f_1$,
- $M, \Pi \models \neg g_1$ iff $M, \Pi \not\models g_1$, $M, \Pi \models g_1 \lor g_2$ iff $M, \Pi \models g_1$ or $M, \Pi \models g_2$,
- $M, \Pi \models Xg_1$ iff $M, \Pi^1 \models g_1$,
- $M, \Pi \models g_1 U g_2$ iff there exists $k \geq 0$ such that $M, \Pi^k \models g_2$ and for all $0 \leq j < k$, $M, \Pi^j \not\models g_1$.

Below we give examples that illustrate differences between the logic of probabilities and $p\text{CTL}^*$. Consider the Finite Probabilistic Processes $K$ and $L$ shown on Figure 2 below.

Let $\varphi$ be the following pCTL* formula

$$\text{Prob}_{=1} \left( X (\text{Prob}_{=1} (X P) \land \text{Prob}_{=1} (X Q)) \right).$$

Note that $K, s \models \varphi$ but $L, s \not\models \varphi$. However, the probabilistic structures $K_s$ and $L_s$ are the same.

Hence, unlike the truth value of logic of probability, the truth value of $p\text{CTL}^*$ formula depends not only on the probabilistic structure defined by the Finite Probabilistic Process but also on the ‘branching structure’ of this process. Therefore there is no direct, meaning preserving translation from $p\text{CTL}^*$ to monadic logic of probability.

In the rest of this section we show that even on the class of models restricted to Finite Probabilistic Processes no $p\text{CTL}^*$ formula is equivalent to the probabilistic formula $\exists t \text{Prob}_{=1} Q(t)$ where $Q$ is a probabilistic predicate symbol. More precisely,
Theorem 4 Let \( \varphi = \exists \mathbf{Prob}_{>q} Q(t) \) where \( Q \) is a probabilistic predicate symbol. There is no \( pCTL^* \) formula \( \psi \) such that for every Finite Probabilistic Process \( M \) and every state \( s \) of \( M \) one has \( M_s \models \varphi \) iff \( M, s \models \psi \).

Consider the Finite Probabilistic Processes \( \mathcal{K}_{m,n} \) and \( \mathcal{K}_m \) for \( m \geq 1 \) and \( n \geq 1 \) as shown in Figure 3. Edges \((i, j)\) are labeled by probabilities \( P(i, j) \). Process \( \mathcal{K}_m \) contains only one state (state \( s_m \)) labeled by the probabilistic predicate \( Q \), other states have empty labels and process \( \mathcal{K}_{m,n} \) contains only two states (states \( s_m \) and \( t_n \)) labeled by the probabilistic predicate \( Q \). Let us call \( \Pi_m \) the unique infinite path starting in \( s \) in \( \mathcal{K}_m \).

Lemma 6 (1) For every \( pCTL^* \) path formula \( g \), there exists an integer \( r \geq 1 \) such that for every \( m \geq r \), \( \mathcal{K}_m, \Pi_m \models g \) iff \( \mathcal{K}_r, \Pi_r \models g \).

(2) For every \( pCTL^* \) state formula \( f \), there exists an integer \( r \geq 1 \) such that for every \( m, n \geq r \), \( \mathcal{K}_{m,n}, s \models f \) iff \( \mathcal{K}_{r,r}, s \models f \).

Proof. (1) The proof is by induction on the complexity of \( g \).
- If \( g = Q \), where \( Q \) is a probabilistic predicate, take \( r = 1 \);
- If \( g = g_1 \land g_2 \) take \( r = \sup(\tau_1, \tau_2) \) where \( \tau_1 \) and \( \tau_2 \) satisfy property (1) with \( g_1 \) and \( g_2 \) respectively;
- If \( g = -g_1 \) take \( r = \tau_1 \) where \( \tau_1 \) satisfies property (1) for \( g_1 \);
- If \( g = Xg_1 \) take \( r = \tau_1 + 1 \) where \( \tau_1 \) satisfies property (1) with \( g_1 \);
- If \( g = g_1 U g_2 \), take \( r = \tau_1 + \tau_2 \), where \( \tau_1 \) satisfies property (1) for \( g_1 \) and \( \tau_2 \) satisfies property (2) for \( g_2 \).

(2) The proof is by induction on the complexity of \( f \).
- If \( f = Q \), where \( Q \) is a probabilistic predicate, take \( r = 1 \);
- If \( f = f_1 \land f_2 \) take \( r = \sup(\tau_1, \tau_2) \) where \( \tau_1 \) and \( \tau_2 \) satisfy property (1) with \( f_1 \) and \( f_2 \) respectively;
- If \( f = -f_1 \) take \( r = \tau_1 \) where \( \tau_1 \) satisfies property (2) for \( f_1 \);
- If \( f = \mathbf{Prob}_{>q}(g) \): there exists \( r \) such that for every \( m \geq r \), \( \mathcal{K}_m, \Pi_m \models g \) iff \( \mathcal{K}_r, \Pi_r \models g \).

Two cases appear.

First case: \( \mathcal{K}_r, \Pi_r \models g \). Then for every \( m, n \geq r, \mathcal{K}_{m,n}, s \models f \) iff \( f > q \). Second case: \( \mathcal{K}_r, \Pi_r \not\models g \). Then for every \( m, n \geq r, \mathcal{K}_{m,n}, s \models f \) iff \( r > q \).

As a consequence, for every \( m, n \geq r, \mathcal{K}_{m,n}, s \models f \) iff \( \mathcal{K}_{r,r}, s \models f \).

Finally we are ready to prove Theorem 4.

Proof of Theorem 4. Let us suppose that such a \( pCTL^* \) formula \( \psi \) exists. Using Lemma 6, there exists an integer \( r \geq 1 \) such that for every \( m, n \geq r, \mathcal{K}_{m,n}, s \models \psi \) iff \( \mathcal{K}_{r,r}, s \models \psi \).

That contradicts the fact that \( \mathcal{K}_{m,n}, s \models \varphi \) iff \( m = n \).
6 Conclusion and further results

Our main result is a description of a fragment of a second-order monadic logic of probability with decidable model-checking. An important and difficult open question is whether one can prove the decidability of model-checking for all values of probabilities, without exceptions. Another open question is to consider other domains such as the real domain or the tree domain instead of the set of integers. It would be of great interest in specification of real-time uncertain systems. Below some extensions of our results are described.

A. (Probabilities 0 and 1.)
Probabilities 0 and 1 play an important role in many questions related to specification and verification. Some probability logics, e. g. [LS82], consider only probabilistic operators \( \text{Prob}_{=0} \) and \( \text{Prob}_{=1} \). Theorem 2 can be strengthened as follows

**Theorem 5** Given a Finite Probabilistic Process \( M \), a state \( s_0 \) of \( M \) and a parametrized completely closed formula \( \varphi \) in the class \( C \) with \( m \) parameters, one can compute for each parameter \( p_i \) in \( \varphi \) a finite set \( P_i \) of rational values, such that \( 0, 1 \not\in P_i \) and for each tuple \( \alpha = (\alpha_1, \ldots, \alpha_m) \) where \( \alpha_i \in \mathbb{Q} \setminus P_i \) for \( i = 1, \ldots, m \) one can decide whether \( (M, s_0) \) satisfies \( \varphi_\alpha \).

In particular, we obtain the following corollary

**Corollary 1** Given a Finite Probabilistic Process \( M \), a state \( s_0 \) of \( M \) and a completely closed formula \( \varphi \) in the class \( C \) with all probability operators only of the form \( \text{Prob}_{=0} \) and \( \text{Prob}_{=1} \). It is decidable whether \( (M, s_0) \) satisfies \( \varphi \).

B. (Many variables inside \( \text{Prob} \).)
In the definition of class \( C \) we allow to apply probabilistic operators only to formulas with one free individual variable. This is not essential restriction. The results of section 4 can be extended to the case when \( \text{Prob} \) is applied to formulas with many free individual variables. However the proof of the decidability of this extended fragment is more subtle and will be given in the full version of the paper.

C. (On nesting)
In class \( C \) we disallow nesting of \( \text{Prob} \) operators. Below we sketch how the decidability result can be extended to formulas with nested \( \text{Prob} \). The main step in the proof of Theorem 2 shows that over a probabilistic structure \( M \) described by a Finite Probabilistic Process, the formula \( \text{Prob}_{>q}(\varphi(t)) \) defines the set \( S_q = \{ n : M, s_0 \models \text{Prob}_{>q}(\varphi(t)) \} \) which is ultimately periodic for all but finitely many \( q \); the latter we call *exceptional* values and their complement *good* values. Now consider a nested formula of the form \( \text{Prob}_{>p_1}(... \text{Prob}_{>p_2}(\varphi) ...) \) with parameters \( p_1 \) and \( p_2 \). We can find a finite set of exceptional values for the innermost \( \text{Prob} \). For each good value \( q_2 \) we can compute an ultimately periodic set which is definable also by a \( WMLO \)-formula and replace \( \text{Prob}_{>q_2} (\varphi) \) by this \( WMLO \)-formula. After the replacement we obtain an unnested formula \( \psi \) of the form \( \text{Prob}_{>p_1}(...) \). Now we can proceed and find for \( \psi \) a finite set of exceptional values of \( p_1 \) (for fixed \( q_2 \)). If \( q_2 \) is a good value for \( \text{Prob}_{>p_2}(\varphi) \) and \( q_1 \) is a good value for the corresponding \( \psi \) then we can compute the truth value of the formula \( \text{Prob}_{>q_1}(... \text{Prob}_{>q_2}(\varphi) ...) \). Thus the whole set of exceptional values of \( (p_1, p_2) \) may be infinite but it is ‘very sparse’, in particular it is nowhere dense.
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